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PROBLEM

Input

Problem: Analyzing the sentiment of
Vietnamese Food Reviews on Foody. 

Vietnamese food review dataset crawled from Foody 
Pre-trained PhoBERT model

31

Output

Sentiment analysis results of the Vietnamese food reviews,
including whether the review is Positive, Negative, or Neutral.
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TRANSFORMERS &
PHOBERT INTRODUCTION 

WHY TRANSFORMER? 

42
Improving the limitations of RNNs and LSTM models.

Performance (CPU / GPU)
Vanishing Gradient & data loss issues of long sequences.
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TRANSFORMERS ARCHITECTURE 
52

Transformer Architecture



Deep Learning For Business

BERT & PHOBERT
62

BERT uses a Transformer-based architecture
Variations: RoBERTa, ALBERT, DistilBERT,
PhoBert
Two available versions of PhoBERT: PhoBERT-
base (150M parameters) & PhoBERT-large
(350M parameters)
Supported tools: RDRSegmenter, VnCoreNLP 
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DATA
73

The dataset consists of customer reviews
about the food and services provided by
restaurants in various cities and towns across
Vietnam. 

The dataset is crawled from Foody, an online
platform that offers reviews and information
on restaurants, bars, cafes, and more.
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EXPERIMENTS
84

Result
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CHALLENGES 
95

Understanding the inner principles of
Transformer and BERT
Collecting data, cleaning and pre-
processing, and integrating it into the
model.
Dealing with limited computing resources
for large models and datasets. 
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